
RESTORATION OF LOST SAMPLES BY OVERSAMPLING NEAR
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Abstract. A formula in matrix form for restoration is given and the matrix with the sampling
rate near the Nyquist rate is investigated. Elements of this matrix can be expanded into the Laurent
series of the sampling rate parameter, which is defined by the quotient of the Nyquist rate and the
sampling rate. The Nyquist rate corresponds to a pole. First terms of these Laurent series near the
Nyquist rate are given.
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1. Introduction. Let us start with well-known Shannon’s sampling theorem:
Theorem 1.1. Assume that f ∈ L2(R) and supp f̂ ⊂ [−σ, σ], where σ > 0. Put

tk := kπ/σ. Then

f(t) =
∑
k∈Z

f(tk)
sinσ(t− tk)
σ(t− tk)

,(1.1)

where the convergence is absolutely uniform on every compact set 1.
Here, f̂ denotes the Fourier transform of f , which and whose inverse F−1 are

defined by

f̂(ω) =
1√
2π

∫
R

e−it·ωf(t) dt, (F−1g)(t) =
1√
2π

∫
R

eit·ωg(ω) dω.

The points {tk}k∈Z are called the sampling points and the series {f(tk)}k∈Z are
called the sampling data. The function f ∈ L2(R) is said to be band-limited to [−σ, σ],
if supp f̂ ⊂ [−σ, σ]. The sampling frequency σ/π in (1.1) is known as the Nyquist rate,
which is the minimum rate at which the band-limited function to [−σ, σ] needs to be
sampled in order to be reconstructed perfectly from the sampling data.

Fix δ with δ > σ. Then supp f̂ ⊂ [−δ, δ] so that Theorem 1.1 implies

f(t) =
∑
k∈Z

f(ηk)
sin δ(t− ηk)
δ(t− ηk)

(1.2)

with the sampling points {ηk}k∈Z defined by ηk := kπ/δ. The sampling frequency
δ/π in (1.2) is called the sampling rate.

∗The second author is partially supported by Grand-in-Aid for Science Research(No. 07640263),
The Ministry of Education, Science and Culture, Japan. The third author is partially supported by
the same Grand-in-Aid (No. 07640301).
†Division of Mathematical Sciences, Osaka Kyoiku University, Kashiwara, Osaka 582-8582, Japan

(ashino@cc.osaka-kyoiku.ac.jp)
‡Department of Mathematics and Physics, Faculty of Science and Engineering, Ritsumeikan Uni-

versity, Kusatsu 525-77, Japan. (arai-m@bkc.ritsumei.ac.jp).
§Department of Mathematics, Kyoto Institute of Technology, Matsugasaki, Kyoto, 606, Japan.

1Here and in the sequel
sin t

t

∣∣∣
t=0

= 1 by definition.
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Denote by χ(−σ,σ)(ω) the characteristic function of the interval (−σ, σ) and put

gσ(t) :=

√
2
π

sinσt
t

= F−1χ(−σ,σ).(1.3)

Then we have

gδ ∗ gσ = gσ,(1.4)

since

̂gδ ∗ gσ = ĝδ ∗ ĝσ = χ(−δ,δ)χ(−σ,σ) = χ(−σ,σ) = ĝσ.

Noting f̂(ω) = f̂(ω)χ(−σ,σ)(ω) and (1.4), we have

f(t) = (f ∗ gσ)(t)

=
∑
k∈Z

f(ηk)
( sin δ(t− ηk)

δ(t− ηk)
∗ gσ

)
= δ−1

√
π

2

∑
k∈Z

f(ηk)
(
gδ ∗ gσ

)
(t− ηk)

= δ−1
∑
k∈Z

f(ηk)
sinσ(t− ηk)

(t− ηk)
.

Define r := σ/δ(0 < r < 1), which is called the sampling rate parameter. Then
the above formula reduces to

f(t) = r
∑
k∈Z

f(ηk)
sinσ(t− ηk)
σ(t− ηk)

(1.5)
= r

∑
k∈Z

f(ηk)
sin(σt− rkπ)
σt− rkπ .

Let n be a positive integer andM = {m0, . . . ,mn−1} ⊂ Z be the index set of lost
samples. For m ∈M, substitute t = ηm in (1.5). Then

f(ηm) = r
{∑
`∈M

f(η`)
sin rπ(m− `)
rπ(m− `) +

∑
k∈Z\M

f(ηk)
sin rπ(m− k)
rπ(m− k)

}
,

and so ∑
`∈M

{
δm,` − r

sin rπ(m− `)
rπ(m− `)

}
f(η`)

(1.6)
= r

∑
k∈Z\M

sin rπ(m− k)
rπ(m− k)

f(ηk), m ∈M,

where δm,` is the Kronecker’s delta. The cardinal sine function is defined by

sinc t :=


sinπt
πt

(t 6= 0) ,

1 (t = 1) ,
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which is an entire function. Denote sk(t) := sinc kt and define the matrices

SM(r) :=
(
sm−`(r)

)
(m,`)∈M×M ,

SZ\M(r) :=
(
sm−k(r)

)
(m,k)∈M×(Z\M)

.

Then (1.6) is represented as(
I − rSM(r)

)(
f(η`)

)
`∈M = rSZ\M(r)

(
f(ηk)

)
k∈Z\M,(1.7)

where
(
f(η`)

)
`∈M is the column vector of the lost samples and

(
f(ηk)

)
k∈Z\M is the

column vector of the known samples. Thus we can regain the lost samples and f(t)
itself from the remaining samples, if I − rSM(r) is invertible. This formula (1.7) was
given first in Robert J. Marks II [4] 2 and can be found in various books, for example,
Robert J. Marks II [5] or Ahmed I. Zayed [8]. In [4], it seems that the author knows
that the matrix

(
I − rSM (r)

)
is invertible for 0 < r < 1, but there is no proof. One

of our purpose in this paper is to give a proof of this fact. That is to show
Claim 1: The matrix I − rSM(r) is invertible for 0 < r < 1,

whose proof will be given in Chapter 2.
From the engineering point of view, as r = 1 corresponds to the Nyquist rate, it

is desired to analyse (I − rSM )−1 near r = 1, so we put x = 1 − r. Then 0 < x < 1
and r = 1 corresponds to x = 0. Since sinπ(m− `)r = (−1)m−`+1 sinπ(m− `)x, we
have

I − rSM =
(
δm,` − rsm−`(r)

)
(m,`)∈M×M

=
(
(−1)m−`xsm−`(x)

)
(m,`)∈M×M

and

rSZ\M =
(
rsm−k(r)

)
(m,k)∈M×(Z\M)

=
(
(−1)m−k+1xsm−k(x)

)
(m,k)∈M×(Z\M)

.

We denote

TM :=
(
I − rSM

)
/x =

(
(−1)m−`sm−`(x)

)
(m,`)∈M×M(1.8)

and

TZ\M :=
(
rSZ\M

)
/x =

(
(−1)m−k+1sm−k(x)

)
(m,k)∈M×(Z\M)

.(1.9)

Then, dividing (1.7) by x and using the invertibility of TM for 0 < x < 1 by Claim 1,
we can restore lost samples

{
f(η`)

}
`∈M from known samples

{
f(ηk)

}
k∈Z\M by the

following new formula:

2The restoration formula given in Theorem [4, p.754] used the invertibility of the matrix
(exp(−

√
−1πmup/B))|(m,p)∈M×M for any up(p ∈ M) which are nonequal but otherwise arbitrary

chosen from the interval W < u < B, where W and B are given positive constants. But this is not
the case. For example, let M = {0,m1} and m1be so large that (m1 − 3)/m1 > W/B, and put
u0 = [(m1 − 1)/m1]B, u1 = [(m1 − 3)/m1]B. Then this matrix is not invertible.
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New formula (
f(η`)

)
`∈M = T−1

M TZ\M
(
f(ηk)

)
k∈Z\M.(1.10)

As the elements of the matrix TM are entire functions of x, the elements of T−1
M

have the Laurent series in general. More precisely, we can show
Claim 2: The elements of T−1

M have the Laurent series near x = 0, whose leading
terms can be given explicitly.

When we caluculate the right hand side of (1.10) in the order

T−1
M

(
TZ\M

(
f(ηk)

)
k∈Z\M

)
,

Claim 2 (i.e. Theorem 4.1) gives us an approximation of (1.10) near the Nyquist rate.
On the contrary, when we caluculate the right hand side of (1.10) in the order(

T−1
M TZ\M

)(
f(ηk)

)
k∈Z\M,(1.11)

we need the calculation of
(
T−1
M TZ\M

)
near x = 0. As for this, we can show

Claim 3: The elements of T−1
M TZ\M have the power series near x = 0 (i.e. they

have no singularity at x = 0), whose leading terms can be given explicitly.
One may thought that Claim 3 would give us another approximation formula of

(1.10). But unfortunately, (1.11) with
(
T−1
M TZ\M

)
replaced by its leading term does

not have meaning for general
(
f(ηk)

)
k∈Z\M.

The proofs of Claim 2 and 3 will be given in Chapter 4. Chapter 3 is devoted to
prepare linear algebraic lemmas. Lemma 3.2 is new and very useful.

2. The invertibility of the matrix I − rSM(r).
Theorem 2.1. The matrix I − rSM is positive definite so that it is invertible.
Proof. It suffices to show

(rSM(r)ξ, ξ) < (ξ, ξ),(2.1)

for any non-trivial ξ = (ξm)m∈M, where ( , ) denotes the standard inner product.
Noting that

r sinc rt =
1

2π

∫ πr

−πr
eitydy,

which follows from (1.3) with σ = πr, and that

rSM(r)|r=1 = I : the identity matrix,

we have

(rSM(r)ξ, ξ) =
∑

m,`∈M

1
2π

∫ πr

−πr
ei(m−`)yξmξ`dy

=
1

2π

∫ πr

−πr
|
∑
m∈M

eimyξm|2dy

<
1

2π

∫ π

−π
|
∑
m∈M

eimyξm|2dy

= (rSM(r)ξ, ξ)|r=1 = (ξ, ξ),



RESTORATION OF LOST SAMPLES 5

which shows (2.1).
Let µj(x) be the eigenvalues of TM ordered as µ0 ≥ µ2 ≥ · · · ≥ µn−1 > 0. Using

the above formula and the min-max principle, we can show easily that

µj(x) ≤ Const. x2j .

And more careful calculation shows

µj(x) = µ0
jx

2j(1 +O(x2)) µ0
j > 0,

which will be shown in [1].

3. Linear algebraic lemmas. In this section, we shall give some linear alge-
braic lemmas needed for calculating leading terms of the Laurent series of the elements
of the inverse matrix T−1

M .
For ` = (`0, . . . , `n−1) ∈ Zn, we put |`| :=

∑
`n−1
q=0 `q. We put Ln := {0, . . . , n− 1}

and denote the permutation group on Ln = {0, . . . , n− 1} by Sn.
Lemma 3.1. Let λ ∈ C\{0}. Then, for a matrix

(
apq
)

(p,q)∈Ln×Ln ,

det
(
λ`p+mqapq

)
(p,q)∈Ln×Ln = λ|`|+|m| det

(
apq
)

(p,q)∈Ln×Ln .(3.1)

Proof. Since (
λ`p+mqapq

)
(p,q)∈Ln×Ln

=

 λ`0 0
. . .

0 λ`n−1

(apq)
(p,q)∈Ln×Ln

 λm0 0
. . .

0 λmn−1

 ,

the identity (3.1) is obvious.
We denote the difference product by

∆(`) :=
∏
i>j

(`i − `j).

For any function f and for any x, y ∈ C, we put

Af (x, y; `,m) := det
(
f(`px−mqy)

)
(p,q)∈Ln×Ln .

Then we have
Lemma 3.2. Let f be a holomorphic function defined in a neighbourhood of the

origin with the Taylor expansion

f(t) =
∞∑
j=0

aj
j!
tj .(3.2)

Then we have

Af (x, y; `,m) = ∆(`)∆(m)xn(n−1)/2yn(n−1)/2
{
cn(f) +O

(√
x2 + y2

)}
(3.3)
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as (x, y) tends to (0, 0). Here

cn(f) :=
(−1)n(n−1)/2

{0! · · · (n− 1)!}2 det
(
ap+q

)
(p,q)∈Ln×Ln .(3.4)

Proof. By the multi-linear property of the determinant, we have

Af (x, y; `,m) = det
( ∞∑
j=0

aj
j!

(`px−mqy)j
)

(p,q)∈Ln×Ln

=
∑

0≤j0,...,jn−1

aj0
j0!
· · · ajn−1

jn−1!
det
(
(`px−mqy)jq

)
(p,q)∈Ln×Ln

=
∑

0≤j0,...,jn−1

aj0
j0!
· · · ajn−1

jn−1!

∑
0≤t0≤j0,...,0≤tn−1≤jn−1

j0Ct0 · · · jn−1Ctn−1

×det
(
(`px)jq−tq (−mqy)tq

)
(p,q)∈Ln×Ln

=
∑

0≤j0,...,jn−1

aj0
j0!
· · · ajn−1

jn−1!

∑
0≤t0≤j0,...,0≤tn−1≤jn−1

j0Ct0 · · · jn−1Ctn−1

×(−m0)t0 · · · (−mn−1)tn−1y|t| det
(
(`px)sq

)
(p,q)∈Ln×Ln ,

where we put si = ji − ti(i = 0, · · · , n− 1) and |s| :=
∑n−1
i=0 si.

For ` = (`0, . . . , `n−1) and s = (s0, . . . , sn−1), we put

D(`; s) := det
(
(`p)sq

)
(p,q)∈Ln×Ln .

Then we have

Af (x, y; `,m)

=
∑

0≤j0,...,jn−1

aj0
j0!
· · · ajn−1

jn−1!

∑
0≤t0≤j0...0≤tn−1≤jn−1

j0Ct0 · · · jn−1Ctn−1

× (−m0)t0 · · · (−mn−1)tn−1y|t|x|s|D(`; s).

If two of `0, . . . , `n−1 coincide with each other, D(`; s) = 0. Hence Af (x, y; `,m) can
be divided by ∆(`). If two of s0, . . . , sn−1 coincide with each other, D(`; s) = 0. So,
non-trivial terms of Af (x, y; `,m) are restricted to the case that s0, . . . , sn−1 are all
distinct. The smallest exponent |s| to x occurs only when the mapping i 7→ si, which
will be denoted by σ, is a permutation of Ln and then |s| =

∑n−1
i=0 si = n(n − 1)/2.

Since Af (x, y; `,m) is symmetric with respect to `px and mqy, Af (x, y; `,m) can
be divided by ∆(m), non-trivial terms of Af (x, y; `,m) are restricted to the case
that t0, . . . , tn−1 are all distinct, and the smallest exponent |t| to y occurs when the
mapping i 7→ ti, which will be denoted by τ , is a permutation of Ln.

Thus the leading term of Af (x, y; `,m) is of order xn(n−1)/2yn(n−1)/2 and its
coefficeint is given by∑

σ,τ∈Sn

aσ(0)+τ(0)

(σ(0) + τ(0))!
· · · aσ(n−1)+τ(n−1)

(σ(n− 1) + τ(n− 1))!

× σ(0)+τ(0)Cσ(0) · · · σ(n−1)+τ(n−1)Cσ(n−1)

× (−m0)σ(0) · · · (−mn−1)σ(n−1)D(`;~τ),

(3.5)
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where ~τ := (τ(0), . . . , τ(n−1)). Since D(`;~τ) = sgn τ ∆(`), the quantity (3.5) is equal
to

∆(`)
∑
σ∈Sn

(−m0)σ(0) · · · (−mn−1)σ(n−1)

×
{∑
τ∈Sn

sgn τ
aσ(0)+τ(0)

(σ(0) + τ(0))!
· · · aσ(n−1)+τ(n−1)

(σ(n− 1) + τ(n− 1))!

× σ(0)+τ(0)Cσ(0) · · · σ(n−1)+τ(n−1)Cσ(n−1)

}
.

(3.6)

Substitute τ = τ ′σ in (3.6). Then the above quantity is equal to

∆(`)
∑
σ∈Sn

(−m0)σ(0) · · · (−mn−1)σ(n−1)

×
{ ∑
τ ′∈Sn

sgn τ ′ sgnσ
aσ(0)+τ ′σ(0)

(σ(0) + τ ′σ(0))!
· · · aσ(n−1)+τ ′σ(n−1)

(σ(n− 1) + τ ′σ(n− 1))!

× σ(0)+τ ′σ(0)Cσ(0) · · · σ(n−1)+τ ′σ(n−1)Cσ(n−1)

}
= ∆(`)

∑
σ∈Sn

sgnσ(−m0)σ(0) · · · (−mn−1)σ(n−1)

×
{ ∑
τ ′∈Sn

sgn τ ′
aσ(0)+τ ′σ(0)

(σ(0) + τ ′σ(0))!
· · · aσ(n−1)+τ ′σ(n−1)

(σ(n− 1) + τ ′σ(n− 1))!

×σ(0)+τ ′σ(0)Cσ(0) · · · σ(n−1)+τ ′σ(n−1)Cσ(n−1)

}
.

(3.7)

Since
n−1∏
i=0

G(σ(i)) =
n−1∏
i=0

G(i)

for any G, the quantity (3.7) is equal to

∆(`)
∑
σ∈Sn

sgnσ (−m0)σ(0) · · · (−mn−1)σ(n−1)

×
{ ∑
τ ′∈Sn

sgn τ ′
a0+τ ′(0)

(0 + τ ′(0))!
· · · a(n−1)+τ ′(n−1)

((n− 1) + τ ′(n− 1))!

× (0 + τ ′(0))!
0! · τ ′(0)!

· · · ((n− 1) + τ ′(n− 1))!
(n− 1)! · τ ′(n− 1)!

}
=

(−1)n(n−1)/2

{0! · · · (n− 1)!}2 ∆(`)∆(m)
∑
τ ′∈Sn

sgn τ ′ a0+τ ′(0) · · · a(n−1)+τ ′(n−1)

= ∆(`)∆(m)cn(f).

Note that only {aj}j=0,1,...,2(n−1) is needed to determine cn(f).
Corollary 3.3. For λ ∈ C\{0},

cn
(
f(λt)

)
= λn(n−1)cn

(
f(t)

)
.(3.8)

Proof. Applying Lemma 3.1 with ` = m = (0, . . . , n− 1), we have

cn
(
f(λt)

)
=

(−1)n(n−1)/2

{0! · · · (n− 1)!}2 det
(
λp+qap+q

)
(p,q)∈Ln×Ln

=
(−1)n(n−1)/2

{0! · · · (n− 1)!}2λ
n(n−1)/2+n(n−1)/2 det

(
ap+q

)
(p,q)∈Ln×Ln

= λn(n−1)cn
(
f(t)

)
.
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For a real number t, we denote by [t] the largest integer no greater than t.
Lemma 3.4. Assume that f is an even holomorphic function in a neighbourhood

of the origin having the repersentation (3.2). Then

det
(
ap+q

)
(p,q)∈Ln×Ln = det

(
a2(p′+q′)

)
(p′,q′)∈L[(n+1)/2]×L[(n+1)/2]

× det
(
a2(p′′+q′′+1)

)
(p′′,q′′)∈L[n/2]×L[n/2]

.

Proof. Since f is even, ak = 0 for any odd k and non-trivial terms of the deter-
minant

det
(
ap+q

)
(p,q)∈Ln×Ln =

∑
τ∈Sn

sgn τ a0+τ(0) · · · a(n−1)+τ(n−1)(3.9)

satisfy k ≡ τ(k) mod 2 for k ∈ Ln. Hence every permutation τ giving a non-trivial
term of the right hand side of (3.9) can be represented as τ = τ1τ2, where τ1 fixes odd
numbers and τ2 fixes even numbers, so that τ1 can be identified with τ ′ ∈ S[(n+1)/2]

by the isomorphism

τ1(2k′) = 2τ ′(k′), k′ ∈ L[(n+1)/2]

and τ2 can be identified with τ ′′ ∈ S[n/2] by the isomorphism

τ2(2k′′ + 1) = 2τ ′′(k′′) + 1, k′′ ∈ L[n/2].

Since

τ1τ2(2k′) = τ1(2k′) = 2τ ′(k′), k′ ∈ L[(n+1)/2],

τ1τ2(2k′′ + 1) = τ1(2τ ′′(k′′) + 1) = 2τ ′′(k′′) + 1, k′′ ∈ L[n/2]

and

sgn τ1 = sgn τ ′, sgn τ2 = sgn τ ′′,

the non-trivial terms of the right hand side of (3.9) is∑
τ=τ1τ2

sgn τ1τ2 a0+τ1τ2(0) · · · a2[(n+1)/2]+τ1τ2(2[(n+1)/2])

× a1+τ1τ2(1) · · · a2[n/2]+1+τ1τ2(2[n/2]+1)

=
∑

τ ′ ∈ S[(n+1)/2]

τ ′′ ∈ S[n/2]

sgn τ ′ a2·0+2τ ′(0) · · · a2[(n+1)/2]+2τ ′([(n+1)/2])

× sgn τ ′′ a2·0+1+2τ ′′(0)+1 · · · a2[n/2]+1+2τ ′′([n/2])+1

= det
(
a2(p′+q′)

)
(p′,q′)∈L[(n+1)/2]×L[(n+1)/2]

× det
(
a2(p′′+q′′+1)

)
(p′′,q′′)∈L[n/2]×L[n/2]

.
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Now, let us calculate cn(f) with f = sinc t, which will be denoted by cn(sinc t).
To do this, we will use the following lemma, which is well-known as the determinant
of the Cauchy matrix; see e.g. [7, Lemma 7.6.A].

Lemma 3.5. Let ξ = (ξ0, ξ1, · · · , ξN−1), η = (η0, η1, · · · , ηN−1) ∈ CN with ξp +
ηq 6= 0 for any p, q ∈ LN . Then it holds that

det
( 1
ξp + ηq

)
(p,q)∈LN×LN

=
∆(ξ)∆(η)∏

p,q∈LN (ξp + ηq)
.(3.10)

As a corollary, we have
Corollary 3.6. Let r be a positive number. Then

det
( 1

2p+ 2q + r

)
(p,q)∈LN×LN

=
{2!! · · · (2N − 2)!!}2∏
p,q∈LN (2p+ 2q + r)

.(3.11)

Proof. Substituting ξp = ηp = 2p+ r/2 in (3.10), we have (3.11).
Lemma 3.7.

cn(sinc t) =
πn(n−1)

{3!! 5!! · · · (2n− 3)!!}2(2n− 1)!!
.(3.12)

Proof. When f(t) = sinc(t/π),

a2k = (−1)k/(2k + 1) ; a2k+1 = 0, k ∈ N ∪ {0}.
By virtue of Corollary 3.3 with λ = 1/π and Lemma 3.2, we have

cn(sinc t) = πn(n−1)cn(sinc t/π)

=
(−1)n(n−1)/2πn(n−1)

{0! · · · (n− 1)!}2 det
(
ap+q

)
(p,q)∈Ln×Ln .

Since sinc(t/π) is even, Lemma 3.4 and Lemma 3.1 with λ = −1 yield

det
(
ap+q

)
(p,q)∈Ln×Ln = det

( (−1)p
′+q′

2(p′ + q′) + 1

)
(p′,q′)∈L[(n+1)/2]×L[(n+1)/2]

× det
( (−1)p

′′+q′′+1

2(p′′ + q′′ + 1) + 1

)
(p′′,q′′)∈L[n/2]×L[n/2]

= det
( 1

2(p′ + q′) + 1

)
(p′,q′)∈L[(n+1)/2]×L[(n+1)/2]

× (−1)[n/2] det
( 1

2(p′′ + q′′ + 1) + 1

)
(p′′,q′′)∈L[n/2]×L[n/2]

.

Thus we have

cn(sinc t) =
πn(n−1)

{0! · · · (n− 1)!}2

×det
( 1

2p′ + 2q′ + 1
)

(p′,q′)∈L[(n+1)/2]×L[(n+1)/2]

×det
( 1

2p′′ + 2q′′ + 3
)

(p′′,q′′)∈L[n/2]×L[n/2]
,

(3.13)
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where we have used the fact that n(n− 1)/2 + [n/2] ≡ 0 mod 2.
Now, let us calculate the each factor of the right hand side of the equation (3.10).

0!1! · · · (n− 1)! = 2! · · · (2[(n+ 1)/2]− 2)!× 1!3! · · · (2[n/2]− 1)!

= 2!! · · · (2[(n+ 1)/2]− 2)!! · 3!! · · · (2[(n+ 1)/2]− 3)!!
× 2!! · · · (2[n/2]− 2)!! · 3!! · · · (2[n/2]− 1)!! ,

det
( 1

2p+ 2q + 1

)
(p,q)∈L[(n+1)/2]×L[(n+1)/2]

=
{2!! · · · (2[(n+ 1)/2]− 2)!!}2∏

p,q∈L[(n+1)/2]
(2p+ 2q + 1)

,

and

det
( 1

2p+ 2q + 3

)
(p,q)∈L[n/2]×L[n/2]

=
{2!! · · · (2[n/2]− 2)!!}2∏
p,q∈L[n/2]

(2p+ 2q + 3)
,

where we have used Corollary 3.6 with r = 1, N = [(n + 1)/2] and with r = 3, N =
[n/2].

Substituting these equations into (3.13), we have

cn = πn(n−1)

× 1
{3!! · · · (2[(n+ 1)/2]− 3)!!}2

∏
0≤p,q≤[(n+1)/2]−1(2p+ 2q + 1)

× 1
{3!! · · · (2[n/2]− 1)!!}2

∏
0≤p,q≤[n/2]−1(2p+ 2q + 3)

.

(3.14)

The denominator in the second factor of the equation (3.14) is
[(n+1)/2]−2∏

j=1

(2j + 1)!! ·
[(n+1)/2]−1∏

j=0

·(2j − 1)!! ·
∏

0≤p,q≤[(n+1)/2]−1

(2p+ 2q + 1)

=
∏[(n+1)/2]−2
j=1 (2j + 1)!! ·

∏[(n+1)/2]−1
p=0

{
(2p− 1)!!

∏[(n+1)/2]−1
q=0 (2p+ 2q + 1)

}
=

∏[(n+1)/2]−2
j=1 (2j + 1)!! ·

∏[(n+1)/2]−1
p=0 (2p+ 2[(n+ 1)/2]− 1)!!

=
∏2[(n+1)/2]−2
j=1 (2j + 1)!! .

Similarly, the denominator in the third factor of the equation (3.14) is
2[n/2]−1∏
j=1

(2j + 1)!! .

Thus we have (3.12).
The following constant dn will be needed in Section 4.

dn :=

 1 (n = 1) ,
cn−1(sinc t)
cn(sinc t)

(n ≥ 2).(3.15)

We have easily
Corollary 3.8.

dn := (2n− 3)!!(2n− 1)!!π−2(n−1).(3.16)
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4. Expansion of T−1
M and T−1

M TZ\M. In this chapter, we shall show Claim 2
as Theorem 4.1 and Claim 3 as Theorem 4.2. Remember that M = {m0, . . . ,mn−1}
with m0 < m1 < · · · < mn−1 is the index set of the lost samples. We denote the
relative distance between mp and mq by

mpq := |mq −mp| for p, q ∈ Ln

and the product of the inverse of the relative distances with the origin mq by

Kq :=
∏

p∈Ln\{q}

1
mpq

.

Then, we have the following:
Theorem 4.1. Let TM be defined by (1.8). Then we have

T−1
M = x−2(n−1)dn

(
(−1)mp+pKp · (−1)mq+qKq +O(x2)

)
(p,q)∈Ln×Ln

(4.1)

as x tends to 0, where dn is defined by (3.15).
Proof. Since

TM =
(
(−1)mp−mq sinc(mpx−mqx)

)
(p,q)∈Ln×Ln ,

by Lemma 3.2, we have

detTM = Asinc t(x, x;m,m)
= ∆(m)2xn(n−1)

{
cn(sinc t) +O(x)

}
,

(4.2)

where m = (m0, . . . ,mn−1). We denote

m(p) := (m0, . . . ,mp−1, m̂p,mp+1, . . . ,mn−1) ∈ Zn−1, p ∈ Ln.

By easy calculation, we have

∆(m(p)) = ∆(m)Kp.

Applying Lemma 3.1 with λ = −1 and Lemma 3.2, we have that the cofactors of TM
are

∆pq = (−1)p+q(−1)|m|−mp(−1)|m|−mqAsinc t(x, x;m(p),m(q))

= (−1)p+q+mp+mq∆(m(p))∆(m(q))x(n−1)(n−2)
{
cn−1(sinc t) +O(x)

}
= (−1)p+q+mp+mq∆(m)2KpKqx

(n−1)(n−2)
{
cn−1(sinc t) +O(x)

}
.

Hence,

T−1
M

=
( (−1)p+q+mp+mq∆(m)2KpKqx

(n−1)(n−2)
{
cn−1(sinc t) +O(x)

}
∆(m)2xn(n−1)

{
cn(sinc t) +O(x)

} )
(p,q)∈Ln×Ln

= x−2(n−1)dn

(
(−1)mp+pKp · (−1)mq+qKq +O(x)

)
(p,q)∈Ln×Ln

.
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Since sinc t is even, its Taylor expansion has only even power terms and the remainder
term O(x) in T−1

M can be replaced by O(x2).
Remark 1: When the distances between the elements of M go larger, Kp’s go

smaller and the singularity of T−1
M become smaller. For example, if one element ofM

has a distance from the others of order 1/x, Kp are of order xn−1 and the singularity
of the leading term of T−1

M disappears.
Now, let us calculate T−1

M TZ\M.
Theorem 4.2. Let j ∈ Ln and k ∈ Z\M. The (j, k) component of T−1

M TZ\M is

(−1)mj−k+1
∏

p∈Ln\{j}

mp − k
mp −mj

+O(x2).(4.3)

Proof. Let m(j, k) ∈ Zn be m with the jth component replaced by k. We put the
(j, k) component of T−1

M TZ\M, Cj,k/detTM. By Cramer’s formula, we have

Cj,k

= determinant of the matrix
[
((−1)mp−mq sinc(mpx−mqx))(p,q)∈Ln×Ln

with the jth column repalced by (−1)mp−k+1 sinc(mpx− kx)
]

= (−1)mj−k+1 × determinant of the matrix
[
(sinc(mpx−mqx))(p,q)∈Ln×Ln

with the jth column repalced by sinc(mpx− kx)]
= (−1)mj−k+1Asinc t(x, x;m,m(j, k))
= (−1)mj−k+1∆(m)∆(m(j, k))xn(n−1)

{
cn(sinc t) +O(x)

}
,

which with (4.2) shows (4.3).
Remark 2: The leading term of (4.3) is of order O(kn−1) as k tends to ∞ so that

the determinant defined by its leading term does not give a bounded operator from
(`2) to Cn.
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