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Abstract. Deep Learning has long been used in machine vision to identify ob-

jects. Real-time object detection is used to cross obstacles, help navigate, move 

objects for the @Work robot. We use real-time RGB images with different lights, 

rotation in the body, different distances, etc. to create training datasets and train 

our network and compare our method with other methods of object detection. 

Real-time object recognition model training results are shown for both models. 

The You Only Look Once Algorithm version 3 (YOLOv3) is compared to the 

new network in terms of object recognition accuracy and computational costs. 

When using the YOLOv3 architecture and the new architecture, we have consid-

ered all the input experimental images under the same conditions. It has been 

shown that the new network has almost the same detection capability as the 

YOLOv3 algorithm. However, the amount of memory consumption for the new 

network is much less. We have reported the results that show the efficiency of 

this network for detecting objects in @Work robots. 

Keywords: @work robot, Object detection, Object recognition, YOLO algo-

rithm. 

1 Introduction  

Robotics is one of the main branches in industrial automation. Industrial robots can 

perform a wide range of human tasks and replace human operators. Industrial robots 

can be defined as follows: “Robot is any automatically controlled, reprogrammable 

multipurpose manipulator programmable in three or more axes, which can be either 

fixed in place or mobile for use  in industrial automation applications.”[1] This is a com-

prehensive definition of industrial robots that fully explains all the features of a robot, 

such as the ability to repeat in the program - change the execution of tasks or change 

the path of the robot by making changes in the program. 

According to the main performance, industrial robots can be divided into:[2] 

─ Manipulation Robots  

─ Technological Robots  

─ Universal Robots  
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─ Special Robots 

Industrial robots are equipped with a variety of sensors, many of which are intelli-

gent that can help guide robots, detect obstacles and detect various objects in harsh 

environmental conditions or processes, and prevent possible damage to parts or the ro-

bot itself. One of these sensors is the camera, which sends its data to fast pattern recog-

nition algorithms, and other cognitive sensors, which are often equipped with object 

recognition functions for advanced decision making. Due to the variety and complexity 

of detection, an efficient detection and inspection algorithm is essential for a robotic 

platform for use in object detection and displacement. When the machine is detecting 

an object, the challenges arise from complex machine tasks that require powerful com-

puting capabilities, complex network model architectures, and powerful hardware. Due 

to advances in convolutional neural network (CNN) techniques, object detection per-

formance has improved rapidly in recent years and is a good way to detect an object in 

real time. A major development in the CNN network is the use of several new activation 

functions that have enhanced model performance. One of the most effective activation 

functions is the Rectified linear unit (ReLU). The transition to ReLU from the sigmoid 

function solved its known problems, which hindered the learning of primary neural 

networks (NNs) on large datasets. ReLU can be mathematically represented as Eq. 1: 

 𝑍𝑎,𝑏,𝑐  =  𝑚𝑎𝑥 (𝑘 𝑎,𝑏,𝑐 ,0) (1) 

where 𝑘𝑎,𝑏,𝑐  is the input of the activation function located at (𝑎 , 𝑏). Other variants in-

clude Leaky ReLU (and many other variants), ELU, Maxout, and Probout. For a better 

analysis of CNN components, you can refer to the following reference [3]. 

As mentioned, all of the above requires powerful hardware to do this. Now we want 

to do it at the same speed but with less powerful hardware. (For example, with Rasp-

berry Pi). Do this because of the lightness of the network on less powerful hardware, 

but with the same speed and accuracy that the YOLO network has. All the above work 

has been done with the help of MATLAB software and we have compared the results 

with the YOLO network.  

The remainder of this article is prepared as follows: Description of the object detec-

tion and Yolo network algorithm is presented in Sect. 2. The Method description is 

explained in Sect. 3. The efficiency of the suggested scheme is illustrated in Sect. 4. 

Some conclusions are finally included in Sect. 5. 

2 Literature review 

2.1 Object detection  

Object detection is a phenomenon in computer vision that involves the detection of 

various objects in digital images or videos. Some of the objects detected include people, 

cars, chairs, stones, buildings, and animals. Object detection consists of various ap-

proaches such as fast R-CNN, Retina-Net, and Single-Shot MultiBox Detector (SSD). 

Although these approaches have solved the challenges of data limitation and modeling 

in object detection, they are not able to detect objects in a single algorithm run. YOLO 
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algorithm has gained popularity because of its superior performance over the aforemen-

tioned object detection techniques [4]. 

2.2 YOLO Algorithm 

Various deep learning architectures have been proposed since Krizhevsky et. al. [4] 

trained a neural network model of multiple convolutional and feedforward layers on 

large dataset of images for object classification, numerous deep learning architectures 

have been proposed. One family of these architectures is designed for object detection  

which entails predicting bounding boxes that enclose objects of interest in a certain 

image. The state-of-the-art approaches for this task can be roughly divided into two 

categories. The first include two-stage models such as R-CNN [5], Fast R-CNN [6], 

Faster R-CNN [7] and SPP-net [8]. These models propose search regions then process 

and classify those regions. The second category comprises single-stage models such as 

Yolo [9] and SSD [10]. Two-stage object detection models achieve better accuracy but 

with slow inference due to demanding computations. On the other hand, single-stage 

models are faster with lower accuracy compared to two-stage models. In order to deploy 

the above models onboard of embedded devices, two important aspects must be taken 

into consideration. First, typical embedded devices have limited computational power. 

Second, a sequence of images (i.e., video) must be processed. Recent work aimed to 

address these constraints by creating light-weight versions of original models such as 

Tiny-Yolo1 and SSD300.8 Other approaches such as MobileNet [11] and ShuffleNet 

[12] optimize the base of a pre-trained network to have higher FPS. Lu et. al. [13] in-

corporated a Long Short-Term Memory (LSTM) model to make use of the spatio-tem-

poral relation among consecutive frames in a video while Broad et. al. [14] added a 

convolutional recurrent layer to the SSD architecture to fuse temporal information. 

 

 

Fig. 1. YOLO network architecture 
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3 Method description 

The process of identifying objects in @Work competitions is a very vital and important 

part. However, such a process is very difficult and time consuming without proper hard-

ware. Traditionally, the most common way to identify objects in @Work competitions 

is to use image processing, which itself is based on a number of fixed and appropriate 

environmental factors (such as light, proper object angle, proper field, distance, etc.) to 

correctly identify and separate the object needs. However, the problem can be challeng-

ing due to continuously-changing camera viewpoint and varying object appearances as 

well as the need for lightweight algorithms suitable for embedded systems [15]. All of 

this requires the right hardware. As a result, we need programs and tools that, in addi-

tion to being lightweight, can be used on a variety of hardware. We need high accuracy 

in identifying objects in different situations so that we can easily and quickly identify 

objects despite the many changes that occur in the environment.  

Here we have examined the neural network based on the YOLO network, but with 

the changes we have made in its hidden layers, we have been able to meet our demands 

in terms of identifying the objects needed to race with high speed and accuracy. Even 

if there are changes in the environment, we can easily identify objects. In addition, if a 

new object is added to the competition, the network will be trained at a higher speed. 

The new changes are as follows: In the new network, a total of 16 layers have been 

used, which includes 4 Learning layers, 5 Activation layers, 2 Pooling layers and 2 

FullyConnected layers (with two input and output layers). Accuracy and speed, we have 

reached a very low volume of the program, which reduces energy consumption and 

increases processing speed. 

4 Simulation results 

The proposed method is implemented in MATLAB software environment. In this 

method, we give the existing data to the input of the YOLO network to be trained and 

then with the same settings we give the datasets as input to the new network so that this 

network is also trained. Then we compare the accuracy and error rate of the two net-

works. The value of network output parameters occurs in different modes, which de-

pends on the number of inputs, the number of network layers, etc., whose output in-

cludes learning time, network accuracy, loss, and so on. 

Where the Accuracy is equal to (n here equals the number of correct detections in the 

images, m equals the total number of selected images) Eq. 2: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑛

𝑚
 (2) 

And the Loss formula is equal to (𝑁 is the number of instances. 𝐾 is the number of 

classes. 𝑡𝑖𝑗 is the index whose instance 𝑖 belongs to class 𝑗. 𝑦𝑖𝑗 the output for instance 𝑖 

for class 𝑗. 𝑖 connect to class 𝑗) Eq. 3: 

 𝑙𝑜𝑠𝑠 =  ∑ ∑ 𝑡𝑖𝑗
𝐾
𝑗=1

𝑁
𝑖=1 ln 𝑦𝑖𝑗 (3) 

Reza Ghasemi and Suhair Salehi



5 

As shown in Figures 2 and 3, both networks are fully trained. 

 

 

Fig. 2. The accuracy and amount of error when training a YOLO network  

 

Fig. 3. The accuracy and amount of error when training a new network 
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These two networks have reached close to 100% accuracy and near zero error after 

completing 8 epochs, with the difference that the new network with fewer layers has a 

smaller volume according to Table 1. Performance evaluation of the proposed method 

using fewer layers is shown in Table 1. 

Table 1. The units and values of the parameters in YOLO and newNet  
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YOLO Net 306 min 39 sec 10 1800 180 CPU 39908kb 99.8311 

New Net 152 min 51 sec 10 1800 180 CPU 5090kb 99.4932 

 

5 Conclusion and future work 

In this study, using RGB images of objects in an environment with different back-

grounds, overlapping objects and ambient light, this data set is taught and methods of 

object recognition are compared. Object detection results were reported with the 

YOLOv3 architecture and a new grid for new object image datasets. In this study, it 

was shown that by reducing the number of layers of the YOLO network as well as 

modifying and optimizing the remaining layers, we can reduce the size of the program, 

which in turn reduces the robot's hardware energy requirements and speeds up data 

processing in real time. It was also shown that reducing the number of layers does not 

have much effect on network recognition and training for this data sample. In addition, 

as the size of the program decreases, it meets our hardware needs. Further research 

should be pursued to improve the detection of objects when moving the robot arm and 

dim ambient light. One problem with our experiment is that only a few limited classes 

were used during the training. This problem can lead to overfitting and could be the 

reason why the new network works so well in the data set. To avoid over-adaptation, 

more classes and image changes should be used during training and testing. We intend 

to expand the number and type of images in the dataset and determine whether the new 

network (or other models) can exceed performance expectations during real-time object 

detection in low-light environments at higher speeds and more arm movements. 
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