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Abstract: Efficient bioacoustics analysis requires automatic processing for vast collections of

bird vocalizations, for which low-dimensional vocalization embedding is commonly used. In this

study, the bird vocalization embedding from the whole song level is extracted using self-supervised

representation learning. Existing methods such as Variational Autoencoder (VAE) based methods

have shown the performance in generating these compact embeddings from smaller vocalization

units, such as notes or syllables. However, some bird species such as the Great Tits have structured

songs consisting of different repeated syllable compositions. In order to directly extract embeddings

from the entire song level, this study regards each vocalization as comprising both generalized and

discriminative components and employs dual encoders to capture these aspects. The effectiveness

of the proposed approach is demonstrated through its superior clustering performance on the Great

Tits dataset when compared to both pre-trained models and the standard VAE. Additionally, this

study delves into the most informative aspects of the embedding and elucidates the disentangled

representation’s efficacy in capturing bird vocalizations.
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