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Abstract—This survey paper provides a comprehensive overview of the evolving landscape of Sign Language
Back Translation (SLBT) for Sign Language Generation (SLG). BT is utilized to convert spoken text into
gloss, a written form of SL, serving as a crucial intermediary step in SLG. The paper explores various
SLBT paradigms, highlighting key studies and encapsulating SLBT’s trajectory. It addresses challenges and
promising advancements in back translation, aiming for seamless communication between spoken and signed
languages.

1. INTRODUCTION

The application of sign languages (SLs) within the

deaf community has become an established mode of

communication. Sign languages utilize multiple chan-

nels, incorporating both manual and non-manual fea-

tures. to break the linguistic and cultural barrier

between hearing and deaf communities, translation

plays an important role However, according to [1],

manual translations is too expensive and a rather dif-

ficult to practice in daily life. In this case, the most

affordable means of communication is using Machine

Translation (MT)[2]. Unlike spoken languages, sign

languages lack standardized written scripts, render-

ing advanced Machine Translation (MT) models de-

signed for text-based languages unsuitable for SLs.

To address this challenge, various writing methods

have been introduced for SLs, including Glosses [3],

SignWriting[4], HamNoSys[5], Stokoe Notations[6],

and Si5s[7]. Among these methods, glosses have

emerged as the most popular choice. Glosses involve

labeling signs with words from the corresponding spo-

ken language, often including affixes and markers,

providing a bridge between the visual nature of sign

languages and the written form of spoken languages.

Glosses play a vital role in various sign language

(SL) processing tasks like recognition, translation,

and generation. Despite their limitations in capturing

the full linguistic richness of SL [8], they are crucial in

Sign Language Translation (SLT) applications, facili-

tating communication between hearing and deaf com-

munities, especially in education and interpretation.

Additionally, glosses provide valuable parallel data for

MT training in SL processing research. Researchers

often employ glosses as intermediaries, translating be-

tween SL and spoken language. For instance, during

SL to spoken language or vice versa translation, gloss-

to-text or text-to-gloss conversion acts as an interme-

diary step. When generating SL from spoken lan-

guage, the initial process involves converting text to

glosses, which are then used for SL generation. This

paper specifically focuses on the initial stage for SL

generation, i.e converting text to glosses.

Several research initiatives in MT have been under-

taken in the past for the back translation (BT) of SL

in order to generate SL, showcasing the innovative ef-

forts in the realm of sign language accessibility. One

notable project, ViSiCAST, funded by the European

Union, aimed to enhance accessibility for deaf citizens

using virtual animation or avatars presenting sign lan-

guage [9]. Another significant European venture, the

eSIGN Project, contributed to this mission by de-

veloping avatar-based technology for American Sign

Language. DePaul University played a pivotal role in

this initiative, creating an avatar named ’Paula’ ca-

pable of conveying all linguistic parameters of ASL

while translating English to ASL [10]. Additionally,

the ProDeaf project emerged as a pioneering effort,

converting Portuguese text and voice into Portuguese

Sign Language (LIBRAS) to facilitate seamless com-

munication between the deaf and hearing communi-

ties [11].

In this paper, our focus is on the exploration of

sign language back translation from text to gloss. The

structure of the paper is organized as follows. Section

2 elucidates the fundamental distinctions between

sign language and spoken language and presents a re-

view of related works in machine translation for sign

language back translation (SLBT) . Section 3 outlines

the evaluation metrics employed in various machine

translation approaches. Section 4 encompasses a dis-

cussion on the current state of research, including its

limitations, and outlines potential future directions

for further investigation.

2. RELATED WORKS

2·1 Sign language v/s Spoken language

SL and spoken language exhibit fundamental differ-

ences in lexicons, grammar rules, and structure. Con-

trary to common misconceptions, SL is not a univer-

sal language; rather, each country possesses its dis-

tinct SL, such as American Sign language , German

Sign Language, Japanese Sign Language, Indian Sign

Language, Chinese Sign Language, and Greek Sign

Language [12]. In the realm of communication, SL
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relies on visual transmission, utilizing vision power in-

stead of hearing power [13]. The mode of expression in

SL involves intricate components, including single or

both hands, facial expressions, and body movements.

Notably, SL deviate from spoken languages in mul-

tiple aspects, ranging from grammatical variances to

structural disparities and word order differences [14].

elucidate challenges in translating from Spanish to

Spanish Sign Language, emphasizing issues like map-

ping semantic concepts to specific signs or generating

multiple signs from one concept [15]. The translation

process from Arabic text to Arabic Sign Language

also faces hurdles due to grammatical rule discrepan-

cies and differences in word order between the source

and target languages [16]. Sequentiality is another

significant distinction, where spoken languages follow

a phonemic sequence, whereas SL incorporate non-

sequential components concurrently, involving fingers,

hands, and facial expressions [14]. This simultaneous

nature is exemplified in Thai Sign Language, where

the linguistic structure deviates from the linear orga-

nization of the Thai language [17]. Specific features

unique to sign languages include non-manual compo-

nents, the utilization of space as a lexical element, var-

ied parts of speech represented by the same sign, the

use of classifiers with morphological value, and diverse

sentence structures [18]. These differences underscore

the richness and complexity of sign languages, chal-

lenging preconceptions and highlighting the need for

specialized linguistic understanding and translation

methodologies.

2·2 Sign Language Back Translation (SLBT)
methods

2·2.1 Rule based Machine translation
(RBMT)

The rule-based approach to text-to-gloss transla-

tion, as discussed in [19], is an early method in ma-

chine translation. Rule-Based Machine Translation

(RBMT) relies on predefined linguistic rules for both

source and target languages. It involves morpholog-

ical, syntactic, and semantic analyses in both lan-

guages. The RBMT system includes components

such as source language morphological analysis, pars-

ing, translation, target language morphological gen-

eration, and final parsing. The Vauquois Pyramid

Fig. 1 illustrates the complexity of rule-based ap-

proaches, representing various linguistic levels. While

structured, RBMT systems face challenges with id-

iomatic expressions but form the foundation for ma-

chine translation techniques in sign languages.

2·2.2 Corpus based Machine translation
(CBMT)

Corpus-Based Machine Translation (CBMT) relies

on bilingual text corpora for generating translations.

While Rule-Based Machine Translation (RBMT) sys-

tems can produce accurate translations, they are

Fig. 1 Vauquois Pyramid

labor-intensive to develop, requiring manual craft-

ing of linguistic resources and continuous rule addi-

tions, making the process time-consuming. In con-

trast, CBMT systems, also known as data-driven ma-

chine translations, leverage large bilingual datasets for

translation.

Example based Machine Translation

(EBMT)

Example-Based Machine Translation (EBMT), a

concept first introduced by Makoto Nagao in 1984, re-

lies on bilingual parallel corpora for its training, con-

taining sentence pairs from both languages [20]. This

approach has found pioneers in Sara Morrissey and

Andy Way, who applied EBMT to Sign Language Ma-

chine Translation (SLMT) systems. Morrissey et al.

employed the Marker Hypothesis to translate English

to Dutch Sign Language, demonstrating its promise in

segmenting English input text into chunks alignable

with Sign Language annotations [21, 22]. Notably,

ELAN annotation tool was utilized for sign language

corpora, facilitating accurate alignment between En-

glish text and sign annotations. EBMT has also

been successfully applied to languages with smaller

corpora, such as Arabic Sign Language, where Al-

mohimeed et al. utilized a 203-sentence corpus to

translate Arabic text into Arabic Sign Language. The

EBMT system operated on text chunks aligned with

corresponding signs and, despite its limitations due

to the quality of examples, yielded a word error rate

(WER) of 46.7% and position-independent word error

rate (PER) of 29.4% [23]. Additionally, researchers

like Boulares et al. combined EBMT with genetic

algorithms and fuzzy logic to translate English into

American Sign Language (ASL). By integrating global

and local alignment algorithms, they achieved effec-

tive proximity searches between words, demonstrat-

ing EBMT’s potential for capturing complex linguis-

tic structures [24]. For languages like Turkish Sign

Language (TSL), where the grammar is poorly under-

stood and datasets are limited, Selcuk-Simsek et al.

proposed a bidirectional EBMT approach. Their sys-

tem, incorporating a lexical supervision component

(LSC) with morphological analyzers and disambigua-

tion tools, achieved a BLEU score of 43% and a TER

23



score of 38% using k-fold cross-validation [25]. Al-

though EBMT excels in limited datasets, it faces chal-

lenges in scalability due to the need for a substantial

number of high-quality examples. As detailed in Ta-

ble 5, this approach’s suitability diminishes for larger

datasets, prompting a shift to explore the implemen-

tation of Statistical Machine Translation for such sce-

narios.

Statical Machine Translation (SMT)

Statistical Machine Translation (SMT) emerges as

a significant player within the Corpus-Based Machine

Translation (CBMT) paradigm. SMT, rooted in prob-

ability distributions and Bayesian approaches, oper-

ates efficiently with large bilingual corpora. Early

pioneers such as Koehn et al. laid foundational

work, exploring word alignment and various phrase

translation methods [26, 27]. However, challenges

surfaced, especially in smaller-scale applications like

translating German text into German Sign Language

(DGS) [28]. Researchers like [29] addressed these

hurdles, employing morpho-syntactic analysis to en-

hance translation quality, leading to a notable 9% im-

provement [?]. Data scarcity posed a significant ob-

stacle, prompting innovative solutions such as intro-

ducing thematic roles to capture verb meanings, as

demonstrated in Chinese to Taiwanese Sign Language

translation [30]. Syntactic-semantic information in-

tegration further enhanced translation accuracy, as

seen in Spanish to LSE translation, where modules

like categorization and Factored Translation Modules

(FTMs) boosted BLEU scores significantly [31]. How-

ever, challenges persisted, exemplified in translating

Indian Sign Language glosses, where existing models

faced limitations [32]. Additionally, Turkish Sign Lan-

guage (TID) translation efforts showcased diverse ap-

proaches, including stemming and semantic tagging,

but lacked manual evaluation [30]. These endeavors

underscore the ongoing pursuit to refine SMT for sign

languages, emphasizing the need for innovative strate-

gies and hybrid approaches to address data limitations

and enhance translation outcomes.

Hybrid Machine Translation (HMT)

The integration of multiple machine translation sys-

tems within a single framework, known as Hybrid

Machine Translation (HMT) systems, has emerged as

a critical advancement. Addressing the limitations

of single machine translation systems, researchers

have explored diverse hybrid approaches, combin-

ing methodologies like example-based, transfer-based,

knowledge-based, and statistical translation. For in-

stance, Hogan et al. combined various translation

sub-systems, showcasing the potential of hybridiza-

tion [33]. Wu et al. adopted a hybrid model by merg-

ing rule-based and statistical approaches for translat-

ing Chinese to Taiwanese Sign Language, demonstrat-

ing substantial progress but highlighting challenges

related to corpora size and extensibility [34]. Mor-

rissey et al. contributed significantly to the field,

utilizing MaTrEx Machine Translation system and

integrating Statistical Machine Translation (SMT)

and Example-Based Machine Translation (EBMT)

methodologies. While achieving satisfactory results,

challenges persisted in achieving natural sign lan-

guage animations [35, 36]. San-Segundo et al. de-

veloped a comprehensive HMT approach incorporat-

ing rule-based, example-based, and statistical trans-

lators, enhancing the translation quality manifold.

Their hierarchical structure and combination of tech-

niques significantly improved results, outperforming

individual techniques [37]. Additionally, researchers

like Lopez-Ludena et al. refined hybrid systems, au-

tomating module generation and utilizing advanced

translation strategies, producing remarkable improve-

ments and paving the way for future advancements

in SLMT [38, 39, 32]. These diverse hybridization

efforts underscore the ongoing pursuit of enhancing

SLMT, integrating advanced technologies, and ad-

dressing challenges, aiming for more accurate and nat-

ural sign language translations.

2·2.3 Neural Machine Translation (NMT)

Neural Machine Translation (NMT) stands as a

transformative approach, utilizing artificial neural

networks to predict word sequences. Manzano et al.

employed NMT to translate English to American Sign

Language (ASL) using the ASLG-PC dataset, yield-

ing ASL glosses as output, albeit facing challenges due

to a limited vocabulary size [40]. ATLASLang, trans-

lating Arabic to Arabic Sign Language, adopted NMT

and surpassed previous systems with a BLEU score

of 0.79 [41]. Text2Sign, an NMT system, utilized a

Generative Adversarial Network and Motion Gener-

ation to produce sign videos from spoken language,

showcasing robustness despite challenges related to

avatar-based approaches [42]. Saunders et al. pro-

posed an NMT approach focusing on automatic sign

language production, resulting in enhanced Sign Lan-

guage Production (SLP) performance [43]. Recogniz-

ing the importance of non-manual features, Saunders

et al. extended their approach, encapsulating all sign

articulators [44]. Ventura et al. advanced the field

by generating realistic signing videos using the SIGN-

GAN approach, outperforming baseline systems both

quantitatively and in human perception evaluations

[45]. These studies highlight the evolving landscape

of NMT in SLMT, underscoring both advancements

and areas for further exploration

2·3 Datasets

For SLBT, a diverse array of datasets plays a piv-

otal role in advancing the field. These datasets serve

as the foundation for training and evaluating models

capable of translating sign language expressions back

into spoken language. Among the prominent datasets,

RWTH-PHOENIX-Weather-2014T (PHOENIX14T)
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[46] stands out as a widely employed resource, of-

fering German sign language videos, gloss, and spo-

ken language text. This dataset, segmented into par-

allel sentences, has become a benchmark for eval-

uating baseline models in sign language translation

(SLT). CSL-Daily [47], a notable dataset for Chinese

SLT, covers a spectrum of themes with sign language

videos featuring normative and natural expressions.

RWTH-PHOENIX-Weather 2014 (PHOENIX14) fo-

cuses on German sign language videos sourced from

weather news programs, providing valuable content

for SLT endeavors. ASLG-PC12 [48], despite lacking

sign language videos, presents a massive repository of

gloss–text pairs, particularly suited for Gloss-to-Text

tasks. Lastly, Spreadthesign-Ten (SP-10), a multi-

lingual sign language recognition dataset, contributes

to the broader understanding of sign languages by

encompassing videos and corresponding texts from

various linguistic backgrounds. These datasets col-

lectively form a rich resource landscape, enabling re-

searchers to explore and enhance sign language back

translation techniques, ultimately fostering more in-

clusive and effective communication between signers

and non-signers.

Notably, the release of How2Sign [49] in 2021

marked a significant stride. This multimodal

and multi-view continuous American Sign Language

(ASL) dataset introduces new dimensions to the field.

While previous studies predominantly relied on the

RWTH-PHOENIX-Weather-2014T (PHOENIX14T),

How2Sign brings a fresh perspective by providing a

broader and more comprehensive dataset for ASL.

However, due to the dataset’s complexity in data pro-

cessing, researchers have yet to explore ASL produc-

tion using deep learning techniques. The How2Sign

dataset boasts a duration and vocabulary approxi-

mately 7.53 and 5.74 times larger than the commonly

used PHOENIX14T, respectively. This significant ex-

pansion in both temporal coverage and vocabulary

size holds promise for advancing the capabilities of

deep learning models in handling the intricacies of

ASL production, further enriching the resources avail-

able for sign language back translation research.

2·4 Evaluation Metrics

Accurate assessment of Sign Language Back Trans-

lation (SLBT) systems is crucial for determining their

effectiveness. This evaluation encompasses both man-

ual and automatic methods, each offering unique in-

sights into the system’s performance.Manual evalua-

tions, drawing on feedback from deaf individuals and

Sign Language (SL) experts, provide qualitative per-

spectives. They assess factors such as usability, ap-

peal, and user satisfaction, offering a holistic under-

standing of the generated sign language output.

Automatic metrics, tailored to different translation

types, include Word Error Rate (WER), Sentence Er-

ror Rate (SER), Position Independent Word Error

Rate (PER), Translation Error Rate (TER), BLEU,

and NIST [50, 51, 52, 53]. BLEU, a precision-based

metric, shows a strong correlation with human judg-

ment in machine translation [54].

Advancements in Neural Machine Translation

(NMT) systems like ATLASLang and SIGNGAN in-

troduce additional evaluation metrics, such as SSIM,

PSNR, and MSE, providing nuanced assessments of

synthesized SL images or videos [43, 42]. Complex

NMT approaches may incorporate metrics like ME-

TEOR and RIBES to assess word order and reorder-

ing events [55].

Balancing manual and automatic evaluations is cru-

cial, especially in Rule-Based Machine Translation

(RBMT) scenarios with limited corpora. Ongoing re-

search aims to refine and expand performance metrics,

ensuring a comprehensive understanding of SLMT

system outputs.

3. Discussion

The discussion on implications for research and

practice in sign language back translation outlines

promising avenues for future exploration, categorized

into rule-based machine translation, corpus-based ma-

chine translation, neural machine translation, and

sign generation.

In the realm of rule-based machine translation, ad-

dressing the translation of complex sentences and the

lack of formal sign language grammar analysis are

identified as critical research areas. The discussion

underscores the importance of improving accuracy

and usability, particularly in handling complex lin-

guistic structures.

Moving to corpus-based machine translation, the

challenges of limited bilingual corpora and the need

for data acquisition in multiple sign languages emerge

as key areas for future investigation. The efficient

functioning of corpus-based systems is contingent on

extensive datasets, prompting researchers to focus on

creating diverse bilingual corpora for a comprehen-

sive range of sign languages. Multilingual efforts, ex-

emplified by existing datasets, like DICTA-SIGN and

MultiATIS++ corpus, lay the foundation for future

developments, aiming to bridge communication gaps

within different deaf communities.

The discussion extends to neural machine transla-

tion, where the integration of deep learning and ar-

tificial intelligence (AI) is seen as a promising fron-

tier. Notable successes, such as Google Transla-

tor’s development based on neural machine transla-

tion (GNMT), point towards the potential of incorpo-

rating AI and deep learning strategies into prevalent

systems. This approach holds the promise of achiev-

ing similar breakthroughs in text-to-sign translation

across multiple languages.

Lastly, the importance of the sign generation sys-
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tem is emphasized, highlighting its crucial role in

making more information and services available to the

deaf community. Recognizing the significance of these

avenues for future research, it becomes evident that

addressing linguistic and cultural nuances, fostering

interdisciplinary collaboration, and refining research

methodologies are imperative. The discussion con-

cludes by acknowledging the limitations of the review,

notably the exclusion of articles in different languages

and the study’s focus solely on text-to-sign transla-

tion. These limitations underscore the ongoing need

for inclusive and iterative approaches in advancing re-

search in sign language back translation.

3·1 Limitations

Research on Sign Languages (SLs) reveals inherent

challenges that pose obstacles to the development of

robust linguistic models and technology. This section

discusses two significant challenges: the Scarcity of

SL Corpora and Ambiguity in Context.

3·1.1 Scarcity of SL corpora

The under-resourced nature of SLs, categorized as

low-density languages, results in a scarcity of tech-

nological tools and computerized linguistic resources,

such as corpora or lexicons. Corpora play a vital role

in linguistic research, providing a corpus of naturally

occurring signed language data for analysis and model

training. The limited availability of SL corpora im-

pedes the advancement of natural language processing

in SLs, hindering the development of computational

tools tailored to these languages.

3·1.2 Ambiguity in context

The absence of a standardized writing system for

SLs and the reliance on video representations intro-

duce challenges related to the ambiguity of context.

Written languages rely on a standardized set of sym-

bols, whereas SLs primarily use video for communica-

tion. This lack of a universally accepted writing sys-

tem limits the creation and analysis of corpora, lead-

ing to challenges in disambiguating context in signed

language utterances. In sign languages, the richness

of facial expressions, body movements, and spatial

components can introduce ambiguity in interpreting

context. For instance, the same sign may have dif-

ferent meanings based on facial expressions or body

language.

3·2 Future Direction

Efforts to surmount resource constraints in sign lan-

guage back translation require a comprehensive strat-

egy encompassing data augmentation, technological

advancements, and collaborative endeavors. One key

approach involves the expansion of sign language cor-

pora through crowd-sourced initiatives, actively en-

gaging the Deaf community. Collaborative platforms

that facilitate the sharing of linguistic resources glob-

ally can foster a collective effort to alleviate resource

scarcity, supporting the development of more inclu-

sive machine translation models .

In addition to corpus expansion, researchers can

explore transfer learning and pretraining models on

larger, more general datasets to mitigate the impact

of limited linguistic resources. Techniques such as do-

main adaptation and unsupervised learning can en-

hance model adaptation to the unique characteristics

of sign language .

Complementing these strategies, the integration of

data augmentation techniques proves instrumental in

both overcoming resource constraints and enhancing

translation accuracy. By synthetically expanding the

training dataset through variations in signing speed,

styles, facial expressions, and body movements, aug-

mented datasets contribute to more robust models.

Moreover, future works should focus on develop-

ing context-aware models that account for the non-

manual components, facial expressions, and body

movements inherent in sign languages. This requires

a nuanced understanding of the cultural and linguistic

nuances embedded in sign language communication.

So, a holistic approach to future research in SLBT

should combine advancements in machine learning

techniques, collaborative efforts, and an understand-

ing of the unique linguistic aspects of sign languages.

Integrating both general techniques for resource ex-

pansion and model adaptation, along with specific

data augmentation methods, ensures a well-rounded

strategy for addressing the challenges posed by re-

source constraints and enhancing the accuracy of sign

language back translation.

4. Conclusion

In this paper, we survey the back translation in

sign language for text to gloss conversion. We have

discussed the importance of sign language back trans-

lation in sign language generation. we have also dis-

cussed the existing approaches and their limitations.

We have explained the possible solutions of these limi-

tations and some future directions with possible appli-

cation of sign language back translation. In conclu-

sion, this survey presents a comprehensive overview

of sign language back translation, encapsulating key

challenges and potential avenues for future research.

The discussions span rule-based, corpus-based, and

neural machine translation, each revealing distinct

challenges and opportunities. The imperative to ad-

dress the translation of complex sentences, formalize

sign language grammar, and bridge data gaps in bilin-

gual corpora for diverse sign languages underscores

the interdisciplinary nature of this research. The po-

tential breakthroughs promised by integrating deep

learning and artificial intelligence into neural machine

translation systems pose exciting prospects for ad-

vancing text-to-sign translation. The critical role of

the sign generation system in fostering inclusivity and
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improving services for the deaf community is high-

lighted. Acknowledging limitations, the study advo-

cates for ongoing refinement, inclusivity, and collabo-

ration in shaping the trajectory of sign language back

translation research.
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López, R. Barra-Chicote, R. Córdoba, and
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